
RYAN LUKE EXPERIMENTAL DESIGN AND DATA ANALYSIS  

 

R NOTES 
 
Section 1: Summaries, ITQ, plotting, distributions and descriptions (location, spread) 
Section 2: Confidence Intervals, different distributions (normal, t, binom, poisson), estimations  
Section 3: Hypothesis testing, comparing two groups, tests (z, t, …) 
 

SECTION 1 
 

Manually Entering Data 
 
X <- c(1,2,3,4,5,6,7,8) 
 
 
Test <- data.frame(x,y)  

‘c’ stands for 
combine and stores 
the values as a 
column called ‘x’ 
 
Creates a data set 
called ‘Test’ with two 
columns ‘x’ and ‘y’ 

Basic Functions 
 
Diff <- x – y 
Test <- data.frame(Test, Diff) 
 
 
 
Sqrt(x) 
Log(x) 
Sum(x) 
Mean(x) 

 
Median(x) 

 
Min(x) 
Sd(x) 

 
 
Attach(x) 
 

 
Creates a set that is 
the difference 
between ‘x’ and ‘y’ 
and adds a column to 
the whole dataset 
 
Natural log used 
 
 
 
 
 
 
 
 
 
Used to make things 
easier, instead of 
using 
dataset$column, can 
just refer straight to 
column 
 

5-number summary of a column of variables 
 
Summary(data) 

 

Provides a 5 number 
summary of data 

Interquartile Range 
 
IQR(x) 

 

 
Uses the function for 
output 
 
Uses a different 
function that can be 
adapted for different 
quantile levels 
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(1) frequency distributions;
(2) cumulative frequency distributions and quantiles;
(3) moment statistics.

As we have seen, an ordinal variable contains more information than a categorical variable
and a numerical variable contains more information than an ordinal variable. This is re-
flected in the data analysis: the more information in the variable, the more that can be done
with it. Thus the treatment depends on the variable type.

variable type
Data Description Technique categorical ordinal numerical
frequency distribution

p p p
cum freq distn / quantiles ⇥ p p
moment statistics ⇥ ⇥ p

We look at the more important and useful statistics; and mention a few others.

EXAMPLE. To begin, let’s look at a simple example:
x: 4 5 4 6 1 9 7 3 12 5

On R, create the vector as

> x <- c(4,5,4,6,1,9,7,3,12,5) # c stands for combine
> x
[1] 4 5 4 6 1 9 7 3 12 5

Descriptive statistics are numbers derived from the data to describe various features of the
data. This is an example of an R descriptive statistics output, using the function summary:

> summary(x)
Min. 1st Qu. Median Mean 3rd Qu. Max.
1.00 4.00 5.00 5.60 6.75 12.00

This output is appropriate no matter whether x is discrete or continuous (and the above
data could actually be either!)

QUESTION: How could this sample be an observation on a continuous variable?

Mean = x̄ = sample mean = 1

n

P
n

i=1

x
i

= 56/10;

Median = ĉ
0.5

= sample median = ĉ
0.5

= 5;
middle observation: (1 3 4 4 5 5 6 7 9 12)

TrMean = trimmed mean = 43/8;
[In R one can specify the amount of trimmed data. For example 10% trimmed mean means that we
are trimming 5% (rounded up) at either end.]

StDev = s, where s2 = 1

n�1

P
n

i=1

(x
i

� x̄)2;
(sample standard deviation) [ (x̄�2s, x̄+2s) contains about 95% of the sample.]

Min = sample minimum, Max = sample maximum;

Q1 = lower (first) quartile = ĉ
0.25

= x
(2.75)

;
Q3 = upper (third) quartile = ĉ

0.75

= x
(8.25)

[ (Q1, Q3) contains about 50% of the sample.]

In R:

> mean(x) # mean
[1] 5.6
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2.2.2 Measures of location and spread

Measures of location

sample mean, x̄ = 1

n

P
n

i=1

x
i

.
[Note:

Pn
i=1

denotes the sum from i = 1 to i = n; thus 1

n

Pn
i=1

xi = x
1

+x
2

+ · · ·+xn.]

In the case of grouped data, where fj = freq(uj), j = 1, 2, . . . , k:Pn
i=1

xi =
Pk

j=1

fjuj , so that x̄ = 1

n

Pk
j=1

fjuj .

Example (die rolling) 1 2 3 4 5 6
6 10 11 8 7 8P

6

j=1

fjuj = 174, so that x̄ = 174

50

= 3.45 (⇡ µ = 3.5).

sample median, m̂ = ĉ
0.5

(the middle observation, see above)

These are the most important and useful measures of location. However, others may be
used: for example, the sample mid range, the sample mode, the trimmed sample mean.

EXAMPLE. The numbers given below represent 20 observations from a failure time distri-
bution like the one illustrated in the example above (see page 47).

236 1 59 177 75 440 11 172 56 264
215 262 158 62 348 9 110 84 39 800

Find the sample median and the sample mean. [134 & 178.9]
Why should you expect that the sample mean is greater than the sample median?

The distribution is positively skew, i.e. has a long tail at the positive end, so the mean will be
larger than the median: it gets pulled towards the longer tail. The population distribution is
positively skew, so even before the sample is taken, we should expect that the sample mean will
be greater than the sample median, since the sample will resemble the population distribution.

Note: the sample mode denotes the most frequent or the most common value; and there-
fore is not really a measure of location.

Measures of spread

sample variance, s2 = 1

n�1

P
n

i=1

(x
i

� x̄)2

sample standard deviation, s =
p
s2

The most convenient form of s2 (and therefore s) for hand-computation is:
s2 = 1

n�1

�P
n

i=1

x2

i

� 1
n
(
P

n

i=1

x
i

)2
�
.

An even easier method is to use a computer or a calculator with an s button.

Calculating s2 from grouped data: with fj = freq(uj), j = 1, . . . , k:
Pn

i=1

xi =
Pk

j=1

fjuj ,
Pn

i=1

x2

i =
Pk

j=1

fju
2

j , (and n =
Pk

j=1

fj ):

s2 ⇡ 1
n�1 (

P
fju

2

j � (
P

fjuj)2

n
).

In the die-rolling example
P

6

j=1

fjuj = 174,
P

fju
2

j = 736, so:

s2 ⇡ 1

49

(736� 174

2

50

) = 2.663.

sample interquartile range: ⌧̂ = IQR = Q3 – Q1 or ĉ
0.75

� ĉ
0.25

.
It is a single number: it is the difference, and not the interval.

EXERCISE. A sample of 120 patients are observed following a cancer treatment. The fol-
lowing represent recurrence times (in months) ranged from 13 months to 71 months. They
are summarised in the following stem-and-leaf plot:
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Comparing paired and independent samples 

t.test(x,y, paired=TRUE, mu=?, conf.level=?) 

 
 

where paired=TRUE 
indicates the two groups 
are matched, so that 
they’re independent and 
for comparison, mu = ? is 
the H0 value (difference 
= 0) 

How to ANSWER HYPOTHESIS TESTING QUESTIONS 
 
Hypotheses: 

 
H0: - true mean ($) is equal to 1.3 

- Mean of control = mean of drug 
- Mean of sample 1 = mean of sample 2 

 
Ha/1: - the same but not equal instead 
 
Assuming H0 is true, state the distribution of the 

estimator (K): 

- Normal distribution (CLT) 
- Binomial distribution (proportions) 
- Poisson distribution (rates) 

 
Test statistic: Any value that R outputs 
 
p-value: Value that determines accept/do not accept 
 
Conclusion in the context of these data: 
MOST IMPORTANT 

- We do not accept/do not accept H0 as p-value<0.05/p-value>0,05 
- The aim was to determine if there was any significant association 

between x and y: Yes, men with x corresponded with lower y 
measurements. 

- Therefore, the group/sample had lower/higher/different mean value than 
the general population/null hypothesis and is significant. 

 

 

 

 

 

 

 
 
 
 
Test statistic: a 
standardized value that is 
calculated from sample 
data during a hypothesis 
test. You can use test 
statistics to determine 
whether to reject the null 
hypothesis. The test 
statistic compares your 
data with what is 
expected under the null 
hypothesis. 
 

p-value: This probability 
represents the likelihood 
of obtaining a sample 
mean that is at least as 
extreme as our sample 
mean in both tails of the 
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